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**ABSTRACT**

Causal models in organizational research are complex. As use of complex models increases, the joint probability a published model is true decreases. Across AMJ, OBHDP, and ASQ from 2016 to 2018 it was most common to see six variables in a causal model. Even with a generous eighty percent independent probability of each correlation being properly theorized, the joint probability of a six variable model is about 3.5%. Further, causal models often involve a causal chain, rendering the model even more improbable. Consequently, much of the knowledge generated in top journals is likely false. We explain that peer review demands for sophisticated theoretical narratives may pressure researchers to produce models that are embarrassingly unlikely. Traditionally, researchers argue that a low probability a model is overcome by prior theory. Using an ethnostatistical Bayesian analysis, we find that given a generous prior likelihood ratio of 20 the posterior likelihood ratio is less than 1. Finally, we add “not reporting belief in a complex model” to the domain of questionable research practices and discuss auxiliary assumptions, the unstated assumptions that contextualize a theory.

<https://practiceoftheory.weebly.com/a-causal-models-probability-of-being-true.html>

*To invent without scruple a new principle to every new phenomenon, instead of adapting it to the old; to overload our hypotheses with a variety of this kind; are certain proofs, that none of these principles is the just one, and that we only desire, by a number of falsehoods, to cover our ignorance of the truth.*

-David Hume, 1739 A Treatise of Human Nature, Part 1, Section 3 *Of pride and humanity*

Presently organizational research is rife with complex models. Editors and reviewers often see the introduction of new mediators and moderators as adding novelty or sophistication (Antonakis, 2017; Davis, 1971). However, the elongated causal chains thereby produced lead to diminishing likelihoods of model truth, which is crucial to our goals as organizational scholars. Associated problems in organizational research include questionable research design practices (Banks et al. 2016), irreproducibility (Open Science Collaboration, 2015), and disjointed claims to knowledge (Antonakis, 2017). The intent of this article is to build a new consensus around avoiding elongated causal chains. We propose raising awareness of the problem by addressing justified belief in complex models. To enable us to raise awareness of this problem we have produced an easy to use web page where researchers and reviewers can calculate the probability of their causal model being true.

Even a superficial perusal of top journals in organizational research renders salient the complexity and number of the causal models represented therein. For example, between 2008 and 2017 the number of articles in AMJ using causal arrows to connect variables went from 22% of articles to 36% of articles, a 64% increase; OBHDP went from 24% to 60%, a 150% increase; and ASQ went from 13% to 19%, a 46% increase. Additionally, from 2016 to 2018, the average number of variables connected by causal arrows in AMJ, OBHDP, and ASQ, were 5.7, 5.4, and 7 respectively. Further, from 2016 to 2018, ten articles from AMJ, OBHDP, and ASQ were more complex than the most complex model from any of those journals in 2008. Specifically, the ten most complex models from 2016 to 2018 averaged 16 variables while the most complex model in 2008 had 12. As the number of correlations in the matrix increases, the probability that all of them have the necessary causal status demanded by the causal model’s theory decreases. This is critical, because as the number of variables in the model increases, the likelihood that the model is true decreases rapidly. Of course, there are factors that mitigate the problem, such as the role that theory plays in supporting causal models or the role played by prior empirical evidence. Eventually we will discuss both the issue of probabilities and the issue of mitigating factors.

 Before speaking to these issues, however, it is first necessary to gain an appreciation of the relation between the number of variables in a model and the number of correlations in the correlation matrix that underlies whatever type of causal analysis the researcher performs to support the model. When there are only two variables in the causal model ($A$ causes $B$;or $A\rightarrow B$), there is only a single correlation coefficient underlying the causal analysis ($r\_{AB}$). When there are three variables in the causal model (*A* causes *B* causes *C*; or $A\rightarrow B\rightarrow C$), there are three correlation coefficients underlying the causal analysis $\left(r\_{AB}, r\_{BC}, r\_{AC}\right)$. Advancing to the case where there are six variables, there are fifteen correlation coefficients underlying the causal analysis. Finally, in the last three years AMJ, OBHDP, and ASQ have published causal models with a maximum of 16, 21, and 32 variables, representing 120, 210, and 496 correlations respectively. For reference, for the smallest of these, a 99% probability of every link being properly theorized would lead to a 30% chance that the whole is true and for the largest the probability is 0.007%. Figure 1 illustrates the rapid increase in correlations, and thus rapid returns on parsimony a single variable can yield. When we refer to variables, we refer to the variables theorized as causal in a model. For example, in SEM we count latent variables rather than manifest indicators. Similarly, we do not count control variables unless they are in the causal model theorized by the researchers. We only count quantitative articles, as qualitative work often theorizes processes, not causes, by using descriptions that share meaning by implying more than can be said (Saylors, Boje, & Mueller, 2014). Finally, our arguments concern theorized causal chains, not specific statistical methods like regression or SEM. This is because statistical methods do not change the mathematics underlying the joint probability of proper theorizing. Calculating the probability of any given model link is outside this paper’s scope.

<Insert Figure 1 about here>

**PROBABILITY AND CAUSAL STATUS**

 Researchers, reviewers, and editors usually see the addition of mediators and moderators as improving the sophistication and novelty of a paper. Further, scholars tend to be less likely to believe simple narratives than complex narratives (Shepherd & Suddaby, 2017), even though the more complex a narrative becomes the less likely it is that it will be true (Tversky & Kahneman, 1983). Thus, although a benefit of a complex theoretical narrative is increased interest (Davis, 1971), sophistication (Sutton & Staw, 1995), and excitement (Weick, 1995); the price is increased complexity with the underappreciated consequence of imperiling model truth.

*Problems with Complex Causal Design.* Consider the case of a simple causal model $\left(A\rightarrow B\right)$ that is accompanied by a single correlation coefficient $\left(r\_{AB}\right)$. For the model to be true, the single correlation coefficient must be causal in just the right way; the correlation has to have resulted from *A* causing *B* and not from *B* causing *A* or from some outside variable causing both *A* and *B*. Put another way, the correlation between *A* and *B* has to have the right *causal status* for the $A\rightarrow B$ model to be true. Following Trafimow (2017), let us denote $π\_{1}$ as the probability that $r\_{AB}$ is due to *A* having caused *B*. To move in the direction of increased complexity, let us now consider a more complex causal model, one where *A* causes *B* causes *C* or, using mediation language, *B* fully mediates the relationship between *A* and *C* $\left(A\rightarrow B\rightarrow C\right)$. Now there are three correlations in the correlation matrix that underlies the causal analysis: $r\_{AB}, r\_{BC}, and r\_{AC}$. Let us denote $π\_{2}$ as the probability that $r\_{BC}$ is due to *B* causing *C*.

We can also denote $π\_{3}$ as the probability that $r\_{AC}$ is due to *A* causing *C*. In this last case, because the model is theorized so that *B*, rather than *A*, is the immediate cause of *C*, it would be inconvenient for the model if $π\_{3}$ were a large value. It would be much more convenient if $1-π\_{3}$ were a large value. The probability that all of the correlation coefficients that pertain to the causal model have the appropriate causal status is $π\_{1}π\_{2}\left(1-π\_{3}\right)$. Remembering that this probability, in the context of the simple model $\left(A\rightarrow B\right)$, is $π\_{1}$, it follows, *ceteris paribus*, that the more complex model $\left(A\rightarrow B\rightarrow C\right)$ is less likely than the simple model to be true: $π\_{1}>π\_{1}π\_{2}\left(1-π\_{3}\right)$. We might also denote all other non-causes of *C*, like the unmentioned *D*, *E*, and *F*. And, indeed, this would be essential to include if we sought to develop theory as complex as organizational reality. However, we are advocating theory much less complex than reality and locating some complexity in the auxiliary assumptions of the theory. Consequently, and for all our analysis, we limit ourselves to the variables of theoretical interest in a causal model.

For example, it would be convenient for the mediation model if $π\_{1}$ and $π\_{2}$ were large values, so let us set these at .75. And it would be convenient if $π\_{3}$ were a small value, so let us set this at .25. From this we can calculate the probability that all of the correlation coefficients have the appropriate causal status: $.75⋅.75⋅\left(1-.25\right)=42.2\%$. Thus, even starting with favorable probabilities regarding the causal status of each of the correlation coefficients in the underlying correlation matrix, the probability of a simple three variable causal chain is less than the probability of winning a coin flip.

<Insert Figure 2 about here>

 As Figure 1 illustrates, as the number of variables in the model increases, the number of correlation coefficients in the underlying correlation matrix increases even more, and for the causal model to be true, all these correlations have to have the appropriate causal status. How likely is it that this is true *ceteris paribus*? Figure 2 illustrates the problem with having complex causal models with many variables. Figure 2 represents the probability that all relevant correlation coefficients have the appropriate causal status to support the causal model along the vertical axis, as a function of two other factors. The first, along the horizontal axis, is the number of variables in the causal model. We let this vary from 2 to 16, the latter value being the average for the top ten most complex articles in AMJ, OBHDP, and ASQ from 2016 to 2018. The second, represented by a set of curves, is the probability that each particular correlation coefficient has the appropriate causal status. We let this base probability vary from .1 to .95.

Before continuing, it is important to avoid a potential confusion. Specifically, the probability that an obtained correlation coefficient is theorized for the “right” reason is not the same thing as the correlation itself. For example, imagine that a researcher obtains a strong correlation of 0.80 between A and B, thereby indicating a strong predictive relationship between A and B. This does not mean the correlation is theorized for the right reason. For example, the calculated .8 does not indicate that the arrow goes in the right direction, that there is no exogenous third cause, or that all other arrows or absence of arrows to or from A or B are properly theorized. Even more striking is the fact that actual models often involve a causal chain, making it even more improbable that the causality in the model is properly theorized[[1]](#footnote-1). Thus, the numbers we present represent the upper bound of the probability of the model being true.

It is instructive to consider the bottom quartile case that we have seen across AMJ, OBHDP, and ASQ, where there are just four variables and, hence, six correlation coefficients of relevance. Figure 2 shows that when the base probability that a correlation coefficient has the appropriate causal status is .5, the joint probability that all six of them have the appropriate causal status is only .016. When there are six variables, the joint probability is nearly zero. Even when we start with the extremely optimistic base probability of .95, the resulting joint probability at six variables is .46, less than a coin flip. If there is a well validated theoretical model that has long stood the test of time a theory can be developed that is internally consistent and no longer meets the assumption of independent probability presented here. But it is rare in the organizational sciences that we develop simple, elegant, and regularly replicated tests of theories. Instead, we seem obsessed with neophilia (Antonakis, 2017; Rhodes & Pullen, 2010), where we would prefer ever elongated causal chains to production and establishment of true theories.

Some may argue that causal models are not seeking a true model, but the best model so far. However, if a model with only six variables goes from a 10% chance of each causal relationship being properly theorized to a 50% chance, the joint probability of the model being true goes from 1x10-15 to 3x10-5. While the second model is more than ten orders of magnitude better than the first, the actual probability of having a true model remains effectively zero. Thus, the one thing that can be said about such a model is that it is almost certainly not true. In short, demands for sophisticated theoretical narratives pose a major danger to truth!

*Problems with Dependence.* Thus far, we have assumed that the probability that each relevant correlation coefficient has the appropriate causal status is independent of the probability that each other relevant correlation coefficient has the appropriate causal status. Which is to say, we are not assuming that the variables are independent or even that the correlation coefficients are independent. Rather, we are assuming that the probability of the appropriate causal status of each correlation coefficient is independent of the probability of the appropriate causal status of each other correlation coefficient. We do not have to assume such independence, but we believe that independence actually provides the most optimistic scenario for the causal modeler. To see why, consider the example of four variables in the causal model so that there are six relevant correlation coefficients. Suppose that the probability that the sixth correlation coefficient has the correct causal status depends on the other five probabilities of correct causal status. For example, we might suppose, using an optimistic case in Figure 2, that the base probability is .9. This would mean that, under independence, the probability of the sixth correlation is also .9. But if we assume dependence, the probability of the sixth correlation could go up to 1, a maximum possible gain of .1; but it also can go down to 0, a maximum possible loss of .9. This problem could be mitigated by assuming a less favorable base probability, so that there is more room for dependence to be helpful, and less room for dependence to be harmful; but in that case, as Figure 2 shows, the joint probability suffers dramatically. Thus, the basic message of Figure 2 is exacerbated, rather than mitigated, by assuming dependence.

*Simple Truth.*We now investigate the difference between (a) a model with maximal simplicity and (b) the probability that all of the relevant correlation coefficients have the appropriate causal status. This difference in joint probabilities is illustrated in Figure 3 along the vertical axis. Most generally Figure 3 shows that the simplest possible causal model, involving two variables and one relevant correlation coefficient, is much more likely to be true than the types of complex models that litter the organizational research landscape. Like Figure 2, Figure 3 includes the number of model variables along the horizontal axis and curves representing base probabilities ranging from .1 to .95. Figure 3 shows that the difference in joint probabilities becomes extreme with only a slight increase in complexity, and reaches asymptote quickly, with the most exaggerated effect occurring when the base probability is .95 and the smallest effect occurring when the base probability is .1. A comparison between Figures 2 and 3 places the causal modeler in an interesting dilemma. That is, to minimize the foregoing effect, it is necessary to have a low base probability. But if one starts with a low base probability, Figure 2 shows that the resulting joint probability will be unacceptably low.

<Insert Figure 3 about here>

**STATISTICAL** **INDISTINGUISHABILITY AND MITIGATING FACTORS**

 An important problem with any sort of causal analysis based on a correlation coefficient or set of correlation coefficients, is that many possible models are consistent with the analysis (e.g., Fiedler, Schott, & Meiser, 2011; Grice, Cohn, Ramsey, & Chaney, 2015; Kline, 2015; MacKinnon, Krull, & Lockwood, 2000; Tate, 2015; Thoemmes, 2015; Trafimow, 2015). As Spirtes, Glymour, and Scheines (2000) stated, “Without experimental manipulations, the resolving power of any possible method for inferring causal structure from statistical relationships is limited by statistical indistinguishability. If two causal structures can equally account for the same statistics, then no statistics can distinguish them” (p. 59).

Sophisticated causal modelers are aware of the issue of statistical indistinguishability and have attempted to counter it in two ways. One way is to argue that path models are not really “causal” but merely represent relationships between variables. We believe that this argument is disingenuous. For one thing, the connectors in the models are arrows rather than line segments, thereby indicating causation rather than simply statistical relationships. In addition, the causal model is often accompanied by a practical recommendation, of the nature that the findings influence how practitioners ought to engage in some course of action to cause a desired result. If the arrows in models are only representing statistical relations and are not representing causal relations, it does not make sense to recommend a course of action that is expected to cause a particular outcome. We might add that writers of regression books have commented on the disingenuous claim that arrows in path diagrams are not supposed to represent causation and have avowed that the arrows are, in fact, supposed to represent causation (e.g., Cohen, Cohen, West, & Aiken, 2003; McClendon, 1994; Pedhazur, 1997).

With disingenuousness out of the way, let us consider the more common, and intellectually more honest, claim that theory makes up for the statistical indistinguishability problem. That is, although the causal analysis itself may suffer from the statistical indistinguishability problem, the problem is mitigated by the presence of strong theory. We certainly agree that data are better when derived from strong theory rather than absent theory. However, we question whether causal models in top organizational research journals really are derived from strong theory. Weick (1995) has pointedly argued that causal models in the organizational sciences are not derived from basic theories. Rather, such causal models are derived from a combination of previous findings, scattered intuitions, and, of course, from the obtained data. In this case, it seems circular to say that theory supports the causal model when it is really the causal model that supports the theory.

Sophisticated causal molders may suggest we distinguish between the causal model without path coefficients versus the causal model with path coefficients. The “abstract” path model that does not yet have empirically obtained path coefficients accompanying the arrows might be characterized as being at the “theoretical level” whereas the same model, accompanied by empirically obtained path coefficients, might be characterized as being at the “empirical level.” To the extent that the theoretical and empirical models match, the empirical causal model supports the theoretical causal model. However, there are practical problems with this philosophical take. The first problem with comparing theoretical to empirical models is that the support that the empirical model makes to the theoretical model is weakened by the statistical indistinguishability problem as stated previously. In addition, the empirical model depends on the causal statuses of the correlation coefficients on which the causal analysis is based. And as we have seen, as complexity increases even a little, the joint probability decreases rapidly.

How important are these problems concerning theory and data in the context of the issue of complexity? It is possible to answer this question by using a Bayesian perspective. We might consider the joint probabilities graphed in Figure 2 to be Bayesian *priors*, to be updated due to mitigating factors such as theory and causal analysis. With this in mind, let us consider the famous theorem by Bayes.

**THE BAYESIAN WAY**

 A key ethnostatistical method (Gephart & Saylors, 2019) for addressing questions of quantitative knowledge production is the use of simulation. Here we do this in a Bayesian way. Consider a causal model, with however many variables and number of underlying correlations. From a Bayesian perspective, we are interested in updating the prior probability of the model $\left(P(M)\right)$ based on the probability of the data given the model $\left(P\left(D|M\right)\right)$ and the probability of the data $\left(P\left(D\right)\right)$. Equation 1 gives the classic Bayesian answer for the posterior probability of the model, which also is the probability of the model given the data $\left(P\left(M|D\right)\right)$.

 $P\left(M|D\right)=\frac{P(M)P\left(D|M\right)}{P\left(D\right)}$ (1)

Equation 2 gives the Bayesian answer for the probability that the model is not true (¬), given the data.

 $P\left(¬M|D\right)=\frac{P(¬M)P\left(D|¬M\right)}{P\left(D\right)}$ (2)

Dividing Equation 1 by Equation 2 gives the ratio form of Bayes’ theorem, as it applies to the probabilities of the model being true or not true. The three ratios in Equation 3 below can be termed the posterior ratio $\left(P\_{o}R\right)$, the prior ratio $\left(P\_{r}R\right)$, and the likelihood ratio $\left(LR\right)$, respectively.

 $\frac{P\left(M|D\right)}{P\left(¬M|D\right)}=\frac{P(M)}{P(¬M)}\frac{P\left(D|M\right)}{P\left(D|¬M\right)}=P\_{o}R=P\_{r}R∙LR$ (3)

<Insert Figure 4 about here>

To illustrate the implications of Equation 3, Figure 4 expresses the posterior ratio along the vertical axis as a function of the prior ratio along the horizontal axis (varying from .3 to .9) and with likelihood ratios of 10, 15, 20, 25, and 30. Note that, for example, if the likelihood ratio is 10, it means that the data are tenfold more likely given that the model is true than if the model is not true. Thus, even the lowest likelihood ratio we included in Figure 4 can be argued to overstate the quality of most data (e.g., Fiedler et al. 2011; Grice et al. 2015; Kline, 2015; MacKinnon et al. 2000; Tate, 2015; Thoemmes, 2015; Trafimow, 2015). And the largest likelihood ratio of 30 wildly overstates of the quality of any such data. Nevertheless, Figure 4 results in pessimistic conclusions regarding the posterior probability of organizational research models, as we discuss below.

 Recall again that the joint probability in Figure 2 for a model with six variables, and assuming an unrealistically optimistic base probability of .9, was .21, which makes the prior ratio[[2]](#footnote-2) is .27. If we approximate the prior ratio at a favorable .3 for comparison in figure 4, we see that at an LR of 30 the posterior ratio is 9, for an LR of 20 the posterior ratio is 6, and for an LR of 10 the posterior ratio is 3. Is this a convincing posterior ratio? Bayesians have suggested different levels for what counts as a convincing posterior ratio, but there has been a reasonable amount of convergence on 10 as a minimum bar (Etz & Vandekerckhove, 2016). Thus, in the present case, and where the data are 30 times more likely given that the causal model is true than given that the causal model is not true, the posterior case for the modal model still does not pass the bar. Let us, now, consider the influence of reducing the size of the model by a single variable. Using the same optimistic base probability of .9 but five variables rather than six leads to joint probability of .35, thus making the prior ratio .54. If we again approximate this prior ratio favorably at .6 for comparison in figure 4, we see that an LR of 30 has the posterior ratio of 18, an LR of 20 has a posterior ratio of 12, and an LR of 10 has the posterior ratio of 6. In our judgment, table four presents an extremely optimistic range of values. For example, for the more realistic, yet still generous, base probability of .7 and the simple four variable model, crossing the posterior ratio bar of 10 requires a likelihood ratio in excess of 75. At the more realistic, yet still generous, likelihood ratio of 10, the posterior ratio is less than 1.4. Obviously, this value fails to reach the cutoff, and the posterior ratios are even lower when we assume less optimistic likelihood ratios or if we start with less optimistic base probabilities. Because prior belief in a model has a large influence over whether the model is questionable, we add “not reporting belief in a complex model” [[3]](#footnote-3) to the domain of questionable research practices (Banks et al. 2016).

**THE POTENTIAL OF AUXILIARY ASSUMPTIONS + SIMPLE THEORY**

Despite the present demonstrations, there are arguments that seemingly favor complex causal models. Reality is complex, thereby leading many researchers to believe that complex models are needed to reflect that reality. There are also issues pertaining to playing the academic game. Organizational research journals are more likely to publish complex than simple models. One reason for this is the focus that journal editors have on novelty. If a model is sufficiently complex, it is unlikely to have been published before, at least not in its entirety, thereby justifying that there is a novel contribution. Yet another reason is the issue of alternative explanations. To see this, imagine that a researcher submits a manuscript featuring a simple zero-order correlation coefficient. The reviewers would immediately point out that one variable could have caused the other, the other could have caused the first, or some outside variable could have caused them both. Smart reviewers would have no trouble coming up with plausible outside variables. In contrast, for a complex model, it takes too much cognitive work for reviewers to find alternative explanations for all the pathways, and so sophisticated theoretical narratives are much more likely to wend their way through the review process.

Because the foregoing demonstrations show that complex models are much less likely to be true than simple models, let us return to the issues of the complexity of reality and novelty. There can be little doubt about the complexity of reality; however, that said, the complexity of reality does not necessarily entail that theories need to be equally complex. The obvious example of this is Newtonian theory in physics, which depends on a few basic principles. These are the three laws of motion and the law of gravity. As Cartwright (1984) have documented, as a literal description of reality, Newtonian theory is simply wrong. The simplicity of the theory is unable to perfectly account for reality. However, the ability of a theory to account for reality is not the best way to judge its worth, as the ability of a theory to account for reality depends, to an underappreciated extent, on auxiliary assumptions.

**The Importance of Auxiliary Assumptions**

To defend the foregoing claim of how important auxiliary assumptions are, it may be easiest to start with the falsification issue popularized by Sir Karl Popper (Lakatos, 1976). Popper’s reasoning rests on the invalidity of the following syllogism involving a theory and a confirmed prediction:

* If the theory is true, then the prediction should work;
* the prediction works;
* therefore, the theory is true.

The syllogism is blatantly invalid because the prediction could have worked for some reason other than the theory. This is the logical fallacy called affirming the consequent. Thus, at best, confirming the prediction in a study can only support the theory but cannot prove it. In contrast, there is another syllogism that is logically valid, and provided the basis for Popper’s thinking:

* If the theory is true, then the prediction should work;
* the prediction does not work;
* therefore, the theory is not true.

As the syllogism makes clear, disconfirming a prediction logically disproves the theory, at least from the point of view of strict logic. Therefore, Popper advocated that researchers attempt to disprove rather than prove theories; and science that advances by replacing disproved theories with better ones. But alas, strict logic is not the only factor. As many have pointed out (e.g., Lakatos, 1976; Trafimow, 2009), scientists do not arrive at predictions merely from theories, and for a very good reason. Theories depend strongly on nonobservational terms whereas empirical predications consist of observational terms. To stay with Newton, consider his famous equation: $force=mass∙acceleration$. As Nobel Laureate Leon Lederman (1993; Lederman and Hill, 2004) pointed out, mass is a non-observational term that Newton never defined independently of the other constructs in the equation. Nor have physicists ever succeeded in independently defining it. Yet, mass is a key concept in Newton’s theory, and in physics more generally. If a scientist were to make a prediction with respect to mass, such as how much Churchill’s, “A History of the English-Speaking Peoples” would weigh on the moon; the scientist would need to make auxiliary assumptions not in Newton’s theory; about characteristics of the moon, characteristics of the measuring device, which version of Churchill’s work is to be used, and so on. Stated more philosophically, to bring the non-observational term, mass, down to the level of an observational term, weight; it is necessary to make assumptions not contained in Newton’s theory. Auxiliary assumptions are often tacit, and thus in need of testing (Gray & Cooper, 2010)

This situation is not unique to physics, of course. Consider the theory of planned behavior (Ajzen, 1991) and the many guises it takes throughout organizational research (Krueger, Reilly, & Carsrud, 2000; Venkatesh & Davis, 2000). Just as with mass, the elements theorized to exist within a person’s mind (nonobservational terms) must be translated into observational terms. Thus, there are auxiliary assumptions linking the nonobservational terms in the theory to observational terms in empirical hypotheses.

 Because there is no way to test a theory in the absence of auxiliary assumptions, the major premise in Popper’s valid syllogism is incorrect, thereby rendering the syllogism logically valid but unsound because of the incorrect major premise. Let us construct another syllogism that is both logically valid and contains true premises:

* If the theory is true, and countless auxiliary assumptions are true, then the prediction should work;
* the prediction does not work;
* therefore, the theory is not true or at least one auxiliary assumption is not true.

Thus, a failed prediction can be blamed on the theory; but it also can be blamed on one or more auxiliary assumptions. Because it is not clear where the blame lies, a failed prediction cannot disprove a theory any more than a confirmed prediction can prove a theory. Thus, the importance of auxiliary assumptions in the progress of science is difficult to overstate.

**The Potential Power of Simple Theory**

Models as complex as reality are an exercise in futility because reality cannot be fully represented by a model less complex than itself (Carroll, 1894; Korzybski, 1958). To see this, it is worth considering again that Newton’s theory does not mimic reality. But if Newton’s theory does not mimic reality, why do physicists agree that the theory constituted one of the most important advances in the history of physics? The answer is that Newton’s theory, just like other top theories in physics, provides a description of an idealized universe. In turn, with high quality auxiliary assumptions, researchers can make predictions about the real universe using a theory and well-chosen auxiliary assumptions. Edmund Halley provided an example by predicting the time of return of the comet that now bears his name. Halley used Newton’s theory; but also made auxiliary assumptions not contained in the theory, regarding diverse matters such as the present position of the comet, the presence gravitationally relevant astronomical bodies, and others.

 To illustrate the distinction between auxiliary assumptions and basic theory, consider dropping a heavy book or a feather from the same height at the same time. According to Newton’s theory, both objects should hit the ground at the same time. Of course, there is no way this would work because of air resistance. The heavy book would be less subject than the feather would be to the effects of air resistance; the book would hit the ground much more quickly than would the feather. One might be tempted to use the failed prediction to question the worth of Newton’s theory. A proper response might be to argue that anyone who tests Newton’s theory in this way is guilty of performing an inappropriate experiment. There is no air—and hence no air resistance—in Newton’s theory. A researcher might design an interesting study where the experiment was performed in a vacuum. While this experiment would be further from reality, it would be closer to Newton’s idealized universe, and thereby address a critical auxiliary assumption. In a vacuum, the two objects really would hit the ground at close to the same time. Thus, by adroit use of auxiliary assumptions, a researcher can adapt a simple theory—such as Newton’s—to make excellent predictions in the real universe. In this way scholars have generated the study of aerodynamics and the field of aerospace engineering.

**CONCLUSION**

 Our analysis shows that increasingly complex causal models are populating top organizational research journals. Further, we have demonstrated that no amount of prior theory can justify elongated chains that we see in modern organizational research. Consequently, sophisticated theoretical narratives demanded by many top journals pose a danger to model truth. Given how unlikely most causal models are, the danger is hard to understate. What an embarrassing waste of human potential it would be if organizational research devolved to nothing but the production of lists of mediators and moderators for different dependent variables! To fight this danger, we propose researchers consider the joint probability of their model being true. As a counterexample, it is interesting to consider physics, which does not attempt to represent a complex universe using complex theory, but rather uses simple theories that describe idealized universes. In contrast to organizational researchers, for physics researchers, the complexity is located in the auxiliary assumptions rather than in the theory. We recognize that any researcher who moved in this direction would immediately be accused of external invalidity. However, because we have shown that external invalidity can be a good thing if it enables the use of simple theory along with contextualizing auxiliary assumptions, such accusations need not discommode the philosophically sophisticated organizational researcher. Of course, there is also the practical matter of how such studies can wend their way through the review process, how to design such studies, and what criteria to use for such reviews: but that is a paper for another day.
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FIGURE 1

The number of correlation coefficients is represented along the vertical axis as a function of the number of variables in the causal model.

**FIGURE 2**

The joint probability that all the correlation coefficients in the underlying correlation matrix are properly theorized in terms of their causal status is represented along the vertical axis as a function of two other considerations. First, represented along the horizontal axis, is the number of variables in the causal model. Second, represented as different curves are the base probability that each correlation coefficient in the underlying correlation matrix has the appropriate causal status. Even at 95% probability, an exceptionally high probability for each correlation coefficient, the joint probability of the model being true falls below 50% at 6 variables.

FIGURE 3

­­

The difference in joint probabilities is represented along the vertical axis as a function of the number of variables along the horizontal axis.

FIGURE 4

The posterior ratio is represented along the vertical axis as a function of the prior probability of the model along the horizontal axis and the likelihood ratio. While the calculation of LRs is outside of the scope of this article, note that even the field of Astronomy, with its direct observation of physical phenomenon, they often use an LR of 20 [i.e. (1/(1-.95))] as the highest reasonable LR.

Appendix 1: An Illustration Using the Theory of Planned Behavior

Figure 5: A six variable model with a high independent probability for each causal arrow



Inspired by the findings of Sheeran, Trafimow & Armitage (2003); Figure 5 displays the well validated theory of planned behavior along with a single, experimentally validated, addition to the theory - actual behavioral control. While the finding of Sheean et al., (2003) only theorized three causal variables (perceived behavioral control, actual behavioral control, and actual behavior) it is common practice for reviewers and editors to request a more sophisticated theoretical narrative. For example, by requesting the researcher use the entirety of the theory of planned behavior and then enter those findings into a structural equation model. This calculator helps demonstrate the danger sophisticated theoretical narratives pose to truth. Even given the high degree of validation and the experimental nature of the causal links, the potential remains for this to be improperly specified. For example, as Sheeran et al., (2003) mention, self-efficacy may offer alternative explanations for the directions and causes of these arrows. As such, 80% represents a generous assumption for the causal model.

In the original three variable study the model had a 51.2% chance of being true. Adding a sophisticated theoretical narrative that accounts for the rest of the theory of planned behavior reduces the probability of the model being true to 3.5%. Because of the high prior probability of the theory of planed behavior, a likelihood ratio (LR) of 15 may be reasonable. In the case of the three variable model this would lead to a posterior LR of about 16. On the other hand, in the case of a six variable model this would lead to a posterior LR of about 0.55.
 Sheeran, P., Trafimow, D., & Armitage, C. J. (2003). Predicting behaviour from perceived behavioural control: Tests of the accuracy assumption of the theory of planned behaviour. British journal of social psychology, 42(3), 393-410.

1. We must thank the AE, Professor Louis Tay, for this clear insight. [↑](#footnote-ref-1)
2. The prior ratio is a function of the prior probability of the model: $P\_{r}R=\frac{P(M)}{1-P(M)}$. Thus, to obtain Figure 4 via Equation 3, it is merely necessary to convert from the joint probability of the model in Figure 2 to the prior ratio, and then the prior ratio can be multiplied by the likelihood ratio, as Equation 3 illustrates. [↑](#footnote-ref-2)
3. This link can be used by researchers to calculate the joint probability of their models: <https://practiceoftheory.weebly.com/a-causal-models-probability-of-being-true.html> [↑](#footnote-ref-3)